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Abstract

Recent work has demonstrated that composite finite-elements provide an effective means for physically based

modeling of deformable bodies. In this paper we present a number of highly effective improvements of previous

work to allow for a high-performance and high-quality simulation of boundary surfaces of deformable bodies with

changing topology, for instance, due to cuts and incisions. Starting at a coarse resolution simulation grid, along

a cut we perform an adaptive octree refinement of this grid down to a desired resolution and iteratively pull the

fine level finite-element equations to the coarse level. In this way, the fine level dynamics can be approximated

with a small number of degrees of freedom at the coarse level. By embedding the hierarchical adaptive composite

finite-element scheme into a geometric multigrid solver, and by exploiting the fact that during cutting only a small

number of cells are modified in each time step, high update rates can be achieved for high resolution surfaces

at very good approximation quality. To construct a high quality surface that is accurately aligned with a cut, we

employ the dual-contouring approach on the fine resolution level, and we instantly bind the constructed triangle

mesh to the coarse grid via geometric constrains.

Categories and Subject Descriptors (according to ACM CCS): I.3.5 [Computer Graphics]: Computational Geome-
try and Object Modeling—Physics-based modeling I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Animation

1. Introduction

In numerical simulations using composite finite-elements
the basis functions of the finite-elements on a coarse grid
are assembled via linear combinations of basis function-
s on a finer grid. Composite finite-elements allow approx-
imating the dynamics of a set of fine level elements by
one single coarse element that reflects the portion of ma-
terial that is covered by the fine elements. Such elements
have originally been invented to resolve complicated mate-
rial micro-structures with only few degrees of freedom (D-
OFs) and to enable multigrid methods to effectively repre-
sent complicated object boundaries at ever coarser scales
[HS97, SW06, PRS07, LPR∗09]. To respect physically dis-
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connected parts of the simulation domain on the coarse grid-
s, the connectivity between the embedded elements can be
considered to generate one coarse grid element for every
part [ABA00, MBF04].

In computer graphics, composite finite elements have
been used as a special kind of homogenization for resolv-
ing complicated topologies and material properties in de-
formable body simulation, i.e., by Nesme et al. [MKJF09],
and just recently to model material discontinuities that are
caused by cuts and incisions, for instance, by Jeřábková et
al. [JBB∗10] and Dick et al. [DGW11]. While Dick et al.
take advantage of composite finite-elements to improve the
convergence of a multigrid solver in situations where ma-
terial discontinuities are covered by the coarse grid cells,
Jeřábková and co-workers employ the underlying principle
to allow simulating complicated topologies at a much coars-
er resolution than the finest structures.

In this paper we propose combining the strengths of
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Figure 1: Left: The coarse hexahedral simulation grid and the high-resolution surface that is constructed from the embedded

fine grid. Middle and Right: The deformation of the body after complex sin wave and stamp-like cutting have been performed.

Cutting, surface construction, and deformation simulation are performed at 12 simulation frames per second.

previous composite finite-element methods for cutting de-
formable bodies. In particular, we present a combination of
the adaptive octree refinement with iterative composite el-
ement hierarchy to enable simulating high-resolution cut-
s with a small number of DOFs. To enable sharp creas-
es when cutting into the material, and to generate a high-
quality boundary surface along a cut, we propose using the
dual-contouring approach [JLSW02]. Figure 1 demonstrates
the quality and speed that can be achieved by using a low-
resolution composite finite-element simulation grid (top) in
combination with an embedded adaptive grid at which a
high-resolution surface is constructed.

The specific contributions of our paper are:

• A combination of adaptive top-down refinement and it-
erative fine-to-coarse compositing finite-elements to en-
able high resolution cuts and efficient computation of the
coarse grid equations.

• Acceleration techniques to further improve the computa-
tional efficiency of equation composition, i.e., usage of
an iterative coarsening approach to exploit the fact that
many interpolations weights are zero and thus to reduce
the number of arithmetic operations, and employment of
a look-up-table for the first coarsening step.

• A new approach for constructing a high-resolution, high-
quality surface that accurately aligns with a cut and re-
duces the number of surface elements.

• An incremental update scheme for both the coarse grid
finite-elements and the fine grid render surface to achieve
high simulation rates.

The remainder of our paper is organized as follows: First,
we will acknowledge work that is related to ours. Next, we
will briefly describe the hierarchical octree refinement of a
hexahedral grid along a cut, and the reconstruction of a high-
resolution render surface from the fine grid. In Section 4,
the composite finite-element approach in combination with
an efficient assembly of the coarse grid equations from the
fine grid equations is outlined. In Section 5, we introduce the
multigrid solver for the linear system of equations of com-

posite finite element. Finally, detailed timing and memory
statistics are provided, and the paper is concluded with some
ideas for further work.

2. Related Work

In computer graphics a number of approaches for cutting de-
formable models have been proposed over the past years.
Early work has focused on the adaptive refinement of tetra-
hedral elements along a cut surface [BMG99, MK00]. This
work has then be extended towards the avoidance of ill-
shaped elements via mesh alignment [NS01,SHS01,SOG06]
and element deletion [CDA00, FDA02], and the reduction
of the number of newly created elements by using pre-
computed refinement patterns [BG00, BGTG03, GCMS00].
The virtual nodes algorithm [MBF04] also performs tetrahe-
dral subdivision, but it uses a coarse grid in which the cells
that are cut are duplicated to perform the deformable body
simulation. An extension that allows for arbitrarily shaped
and high resolution cut surfaces was presented in [SDF07].

A cutting approach using polyhedral subdivision was pro-
posed in [WBG07, KMBG08], which also performs the de-
formable body simulation on a polyhedral model represen-
tation. The use of extended finite elements [BB99], which
are enriched by additional basis functions to capture materi-
al discontinuities, was proposed in [AH08, JK09,KMB∗09].

Recently, cutting of deformable bodies using hexahedral
elements was proposed in Jeřábková et al. [JBB∗10], Dick
et al. [DGW11], and Seiler et al. [SSSH11]. The first and
third approach build upon composite finite-elements to re-
duce the number of DOFs to be solved for, and the second
approach approach uses composite elements to improve the
convergence of a multigrid finite-element solver.

Jeřábková et al. model a cut via element removal on the
finest resolution level. The boundary surface along the cut
is reconstructed via the Marching Cubes algorithm. This ap-
proach, however, limits the resolution at which a cut can be
performed and, in general, makes it difficult to construct a
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surface that accurately aligns with a cut. Dick et al., on the
other hand, perform an adaptive octree subdivision along
a cut, restricting the high resolution grid to those regions
where it is required. To accurately align the surface with a
cut and to allow sharp creases when cutting into stiff mate-
rial, the splitting cubes algorithm [PGCS09] is employed.
Seiler et al. propose a method that allows decoupling the
resolution of a material surface from the resolution of the
simulation grid, but since the method is restricted to non-
progressive cuts using a volumetric blade, the construction
of a boundary surface is extremely simplified and stamping
rather than cutting is simulated.

3. Geometry and Topology Representation

Our method for cutting deformable objects is particularly de-
signed to allow for interactive simulation update rates and, at
the same time, to allow for a detailed modeling of fine cut-
s, including the adaptation of a high-resolution render sur-
face for a high-quality rendering. To achieve this, we use a
high-resolution model to represent the geometry and topol-
ogy of the deformable body, which is coupled with a lower-
resolution finite element model for the simulation of this
body. The geometry and topology representation consists of
a volume representation and a surface representation, and
will be explained in this section. The coupling of the two
models will be explained in the Section 4.

3.1. Volume Representation

To model cuts in the deformable body, we use a linked vol-
ume representation as it was initially proposed by Frisken-
Gibson [FG99]. The basic idea of the linked volume repre-
sentation is to decompose the object into a set of hexahe-
dral cells, using a uniform hexahedral grid. Face-adjacent
cells are connected via links, with six links emanating from
each cell. Cuts are modeled by marking links as disconnect-
ed when they are intersected by the virtual cutting blade (see
Figure 2 ). Cuts are thus represented at the resolution of the
hexahedral grid.

Since the resolution of a uniform grid is in practice limited
by memory requirements, we use an adaptive octree grid as
proposed by Dick et al. [DGW11], which adaptively refines
along cuts, down to a certain finest level. Links are still con-
sidered on the uniform grid corresponding to this finest level,
but are physically stored only for the cells at the finest lev-
el. The adaptive octree grid is constructed by starting from
a coarse uniform grid. Whenever a link on the finest level
is intersected by the surface of the deformable object, the
incident cells (possibly only one octree cell, when both end-
points of the link are lying within the same cell) are refined
using a regular 1:8 split. At the finest level, links are marked
as disconnected when they are intersected by the object’s
surface. Cells that are lying outside of the object are removed
from the representation. To avoid jumps in the discretization,

additional splits are performed to ensure that the level differ-
ence between cells sharing a vertex, an edge, or a face is at
most one (restricted octree). Cuts are modeled analogously
to the modeling of the object surface, i.e., cells are adaptive-
ly refined along a cut down to the finest level, where links are
marked as disconnected (see Figure 4 for an example). Ma-
terial properties such as Young’s modulus and density are
assigned on a per-cell basis. To model inhomogeneous ma-
terials, the octree can further be refined. For a more detailed
description, we would like to refer the reader to [DGW11].

3.2. Surface Representation

To render the boundary surface of the deformable object—
including the additional surface parts that are generated by a
cut—a surface mesh is reconstructed from the volume repre-
sentation. Since the object boundary is represented by the
cells at the finest level, the surface reconstruction is per-
formed at this level. The meshing procedure has to consider
that sharp surface features are generated by a cut and should
be reproduced (see Figure 1 for an example). Furthermore,
the procedure should be able to efficiently establish a corre-
spondence between the surface vertices and the vertices of
the simulation grid (see Section 4). Given this correspon-
dence, the surface vertices can be bound to the simulation
vertices and move according to the object deformations, e-
liminating the need to reconstruct the surface in every frame
from the deformed volume configuration.

3.2.1. Surface Meshing

In our implementation the surface is reconstructed via the
dual contouring approach [JLSW02]. The dual grid we use
is the adaptive grid that is formed by the links between the
cells at the finest level. For each link that is cut by the blade,

Figure 2: 2D Illustration of surface reconstruction and

binding of the resulting surface vertices. Left: Linked volume

representation of an object, consisting a set of simulation

nodes (gray) which are connected via links (green). These

links are disconnected (dashed, orange) at the object’s orig-

inal boundary (black) and the newly generated surface due

to cutting (blue). Right: Surface reconstruction from the grid

that is formed by links. The binding of resulting surface ver-

tices (blue dot) to the simulation nodes is indicated by the

brown arrows.
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the distances between the intersection point to the link’s end-
points as well as the normal of the blade at the intersection
point are stored. Compared to the splitting cubes algorith-
m [PGCS09], which was used in [DGW11], the dual con-
touring approach reduces the number of triangles by a factor
of four. The reason is that the vertices on the links are not
used in the triangulation of the boundary surface.

In dual contouring, for each cell that contains a ”feature”
a representative vertex is positioned at this feature. In our
application a feature is indicated by at least one disconnected
link in the dual cell. The position of the representative vertex
is where the quadratic function

E = ∑
i

(ni · (x− pi))
2 (1)

has a minimum. Here, x denotes the vertex position, and pi

and ni are the positions and normals at the intersections of
the boundary surface with the links. As described before,
the positions of these intersections on a link as well as the
normals at these points are stored whenever a link is cut by
the blade. Thus, the quadratic function can be evaluated in
turn. As proposed in the original dual contouring algorithm,
we then connect representative vertices in adjacent cells to
construct the surface mesh.

Another advantage of the dual contouring algorithm is the
quality of the resulting surface mesh. In the splitting cubes
algorithm, the interior vertex is determined for the first cut
by averaging face vertices or minimizing a quadratic func-
tion, depending on the angle formed by cutting planes. For
successive cuts, the interior vertex is projected to a new cut
plane. Thus it is processing order dependent. Our implemen-
tation results (see Figure 3) show that the dual contouring
approach produces better surface meshes than the splitting
cubes algorithm. Note that to handle singularity situations
where cut planes are almost parallel, in our implementation
of splitting cubes, the position of the interior vertices is ex-
plicitly clipped to ensure it is inside the cell, whereas in d-
ual contouring, the singularity is handled by clipping singu-
lar values during solving the minimization of the quadratic
function [JLSW02].

So far, the meshing procedure generates one surface part

Figure 3: A comparison of mesh quality of the splitting

cubes algorithm (left) and the dual contouring approach

(right).

for every cell that is cut. However, a cut divides the material
into multiple disconnected parts, for each of which a bound-
ary surface has to be computed. To achieve this, we duplicate
the representative vertices in the interior of each cell that is
cut, as many times as there are disconnected material parts in
this cell. As illustrated in Figure 2, each duplicated vertex—
associated to a particular disconnected part—is bound to the
nearest vertex of the respective part in the dual cell contain-
ing this vertex.

To accelerate the meshing procedure, the number of du-
plicated copies and the connectivity of an interior vertex to a
cell’s vertices are precomputed and stored in a look-up-table.
This table has 212 entries, each of which corresponds to one
cutting pattern of the cell. At runtime, for a given represen-
tative vertex, a number of disconnected material parts, and a
classification of the cell vertices to the parts the binding of
the center vertices can be determined efficiently.

3.2.2. Mesh Deformation

To let the reconstructed surface move according to the object
deformations, we use the binding that has been established
between the surface vertices and the dual grid vertices. Since
every dual grid vertex corresponds to exactly one primal grid
cell, i.e., the fine grid cells, every surface vertex is bind to ex-
actly one primal cell. Thus, the deformation of these cells—
which is computed from the deformations of the simulation
grid as described later on—is carried over to the surface ver-
tices via tri-linear interpolation of the primal cell vertices.

4. Finite Element Simulation

A major design goal of the presented approach is to achieve
interactive simulation update rates. Starting from the adap-
tive octree grid described in the previous section, one way to
create a finite element model would be to create a hexahedral
element with tri-linear shape functions for each octree cell,
with three degrees of freedom (DOFs) located at each non-
hanging vertex. However, since we employ a high-resolution
octree grid to accurately represent complicated cuts and the
boundary of the object, this approach would lead to a very
high number of DOFs, far exceeding the number of DOFs
that can be simulated at interactive update rates.

In this paper, we use composite finite elements [HS97,
SW06] to reduce the number of DOFs and thus to achieve in-
teractive update rates. A composite finite element is obtained
by combining multiple ‘standard’ elements into a single el-
ement. In particular, the shape functions of the composite
finite element are assembled from the shape functions of the
individual elements.

We use a hexahedral composite finite element model,
which is assembled from a ‘standard’ finite element model
with one hexahedral element per octree cell. In the following
we will use the term ‘composite element’ and ‘hexahedral el-
ement’ to refer to the elements of the respective model. Sim-
ilar to the work by Preusser et al. [PRS07, LPR∗09], we use
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an inverse compositing scheme in that we start with tri-linear
shape functions on the composite finite elements, and define
the tri-linear shape functions of the hexahedral elements vi-
a restriction of the composite element shape functions to the
domains of the individual hexahedral elements. Note that the
DOFs of the hexahedral elements remain located at the ver-
tices of the composite elements. Since it is explicitly allowed
that a composite element is only partially filled with hexahe-
dral elements, objects with complicated boundaries can be
effectively discretized using a small number of elements.

In addition to the handling of complicated boundaries,
another challenge is to handle complicated topologies in a
coarse simulation model. In the original works by Preusser
et al., the composite finite elements are assembled from the
hexahedral elements by only considering their spatial loca-
tion, disregarding the connectivity between the elements. For
our application of interactive cutting, this would mean that
material parts separated by a cut would possibly be merged
into the same composite element, preventing the opening of
the cut in the simulation.

We therefore employ a strategy to build a composite finite
element model that precisely represents the topology of the
object. Our strategy is based on analyzing the connectivity
between elements to possibly create more than one compos-
ite element at the same location, each representing a separat-
ed material part. A similar approach has been used by Nesme
et al. [MKJF09] and Jeřábková et al. [JBB∗10] to model sep-
arated material parts in coarse finite element models, and by
Aftosmis et al. [ABA00] and Dick et al. [DGW11] to repre-
sent separated material parts in the multigrid hierarchy of a
geometric multigrid solver.

Our simulation is based on the linear theory of elasticity.
To accurately simulate deformations with large rotations, we
use the corotational formulation of strain.

4.1. Construction of the Simulation Model

The composite finite element model is based on a grid which
is significantly coarser than the adaptive octree grid used to
represent the volume of the deformable object. We build this
coarser grid from the adaptive octree grid by successively re-
moving leaf nodes from the associated octree. Note that the
current set of leaf nodes corresponds to the current set of grid
cells of the adaptive grid. In our implementation, we remove
all nodes from octree levels 0, . . . , ℓ−1, where level number
0 denotes the finest level of the octree. In this way we obtain
a coarsened adaptive octree grid for the composite finite ele-
ment model, where the cells on the finest level coincide with
blocks of (2ℓ)3 cells on the finest level of the initial grid. It
is worth noting that instead of using this uniform coarsening
strategy, it would also be possible to use an adaptive strat-
egy for removing octree nodes, for example to use a higher
simulation accuracy in certain regions of interest.

The basic idea underlying the construction of the compos-

ite finite element model is to analyze the connectivity of the
material within each coarse grid cell, and to create an indi-
vidual composite element for each connectivity component.
In this way, separated material parts are modeled by different
elements, enabling the opening of a cut in the simulation.

The topologies of the composite finite element model and
the hexahedral finite element model are each represented by
an undirected graph, where the nodes corresponds to the el-
ements, and the edges specify the connectivity between ele-
ments. For the hexahedral finite element model, the graph is
directly obtained from the linked volume representation (see
Figure 4).

The construction of the composite finite element model is
performed in a two-step process. In the first step, we create
the composite finite elements by considering the subgraph of
the hexahedral finite element model induced by each coarse
grid cell. We determine the connectivity components of this
subgraph by using a depth-first search, and for each connec-
tivity component, we create one composite element, which
exactly subsumes the hexahedral elements corresponding to
the nodes of this connectivity component. In the second step,
the connectivity between the composite finite elements is de-
termined. Two composite elements are connected, if there
exists two connected hexahedral elements such that one hex-
ahedral element is merged into the first, and the other into the
second composite element. Finally, a shared vertex represen-
tation is computed for the composite finite element model.
Two connected elements share a common face, and in par-
ticular the vertices incident to this face.

Instead of creating the target resolution of the composite
finite element model directly from the hexahedral finite ele-
ment model, we use an iterative coarsening approach, in that
we iteratively apply the described scheme by only remov-
ing the leaf nodes of the finest octree level in each step (i.e.,
ℓ= 1) (see Figure 4).

4.2. Computation of Element Matrices

We assemble the stiffness and mass element matrices for the
composite finite elements from the stiffness and mass ele-
ment matrices of the underlying hexahedral finite elements.
The deformation behavior of the deformable body is de-
scribed by the physical principal of total potential energy
minimization, applied to each single point in time. For a s-
tandard hexahedral finite element discretization, the total po-
tential energy E is

E(u) =
1
2

u
T

Ku− ( f −Mü)T
u, (2)

where u is the linearization of the displacement vectors at
non-hanging vertices of the hexahedral finite element grid,
f is the linearization of the external force vectors applied
at these vertices, and K and M denote the global stiffness
and mass matrix, respectively. Minimizing this energy via
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Figure 4: Hierarchical construction of the composite finite element model. Left: 2D illustration of the adaptive linked volume

representation, consisting of a set of rendering nodes (gray) which are connected via links (green). These links are disconnected

(dashed, orange) at the object’s original boundary (black) and along the newly generated surface due to cutting (blue). Middle

left to right: Iterative coarsening of the finite element model. The underlying graph representation is indicated by red vertices

and green edges. For each block of 23 cells on the respectively finest level the connected components (orange) are determined,

and the elements of each connected component are replaced by a separate composite finite element.

∂
∂u

E(u) = Ku− ( f −Mü) = 0 leads to the well-known spa-
tially discretized equation of motion.

Using composite finite elements, the DOFs are located at
the vertices of these composite elements. The displacements
at the vertices of the underlying hexahedral finite elements
are determined by tri-linear interpolation from the vertices
of the composite finite elements. This is described by the e-
quation u = Iũ, where ũ denotes the linearization of the dis-
placements at the vertices of the composite finite element
grid, and the interpolation matrix I expresses the tri-linear
interpolation from these vertices.

For a composite finite element discretization, the total po-
tential energy E thus is

E(Iũ) =
1
2

ũ
T

I
T

KIũ− ( f −MI ¨̃u)T
Iũ. (3)

This energy is minimized via

∂

∂ũ
E(Iũ) = I

T
KI

︸︷︷︸

K̃

ũ− ( I
T

f
︸︷︷︸

f̃

− I
T

MI
︸ ︷︷ ︸

M̃

¨̃u) = 0. (4)

Thus, the global stiffness and mass matrix for the composite
finite element discretization are obtained via K̃ = ITKI and
M̃ = ITMI, respectively, and the external forces which are
specified on the underlying hexahedral finite element dis-
cretization are propagated to the composite finite element
discretization via f̃ = IT f .

Applying these equations to a single composite finite el-
ement c, its element matrices K̃c and M̃c can be assembled
from the element matrices K̃e and M̃e of the underlying hex-
ahedral elements e that are merged into the considered com-
posite element via

K̃
c
mn = ∑

e in c

8

∑
i=1

8

∑
j=1

w
c→e
m→iw

c→e
n→ jK

e
i j, m,n = 1, . . .8 (5)

(M̃c is computed analogously). Here, the first sum iterates
over the hexahedral elements e that are merged into the com-
posite element c. Note that the element matrices are inter-
preted as 8 × 8 matrices with each entry being itself a 3 × 3

matrix. Thus, the notation Ke
i j denotes a 3 × 3 block of scalar

entries.

The tri-linear interpolation weights wc→e
m→i from the ver-

tices m = 1, . . .8 of the composite element c to the vertices
i = 1, . . . ,8 of the hexahedral element e are defined as

w
c→e
m→i = (1−

|xc
m − xe

j|

sc
)(1−

|yc
m − ye

j|

sc
)(1−

|zc
m − ze

j|

sc
),

(6)
where (xc

m,y
c
m,z

c
m) and (xe

i ,y
e
i ,z

e
i ) are the coordinates of the

vertices, and sc denotes the edge length of the composite
element.

Instead of creating the target resolution of the compos-
ite finite element model directly from the hexahedral finite
element model, it is also possible to iteratively apply the de-
scribed scheme by only removing the leaf nodes of the finest
octree level in each step (i.e., ℓ = 1). In this case, many of
the interpolation weights wc→e

m→i are zero, which effectively
reduces the number of arithmetic operations needed for as-
sembling the composite finite element matrices, and leads to
a speed-up of a factor of about 1.5 compared to the direct
approach.

Considering the element matrices of the underlying hex-
ahedral finite elements, since all elements have the same
shape, these elements can be generated from a single ele-
ment stiffness and mass matrix. Let Ke and Me denote the
element stiffness and mass matrix for a generic element of
side length 1, then the element stiffness and mass matrix for
an element of side length s is sKe and s3Me, respectively.
Furthermore, the element stiffness and mass matrix scales
linearly with the Young’s modulus and the material density,
respectively.

The fixation of the object is also specified on the under-
lying hexahedral finite element discretization. We propagate
this fixation to the composite finite element discretization by
fixing exactly those vertices on the composite element grid
which are related to a fixed vertex on the underlying hexahe-
dral element grid via a non-zero interpolation weight.
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In case of simulating an object consisting of homoge-
neous material, it is possible to accelerate the assembly of
the composite element matrices by employing a look-up ta-
ble for coarsening of the finest level of the adaptive octree
grid. Consider a coarse grid cell with a domain of 23 fine
grid cells, we pre-compute the composite element matrices
for all possible patterns of fine grid cells being empty or
filled with material. Therefore, this look-up table has a size

of 2(2
3) = 256 entries, and a size of 1.1 MB. By using the

look-up table, the assembly of the composite finite element
matrices is accelerated by a factor of about 2.

In our implementation, the composite finite element ma-
trices are reused between successive simulation time step-
s. Since a progressive cut in a single time step only affect-
s a very small portion of the model, in each time step on-
ly a small number of composite element matrices have to
be (re-)assembled, which greatly reduces the computational
costs per time step.

4.3. Corotational Strain Formulation

To accurately simulate deformations with large rotations us-
ing the linear theory of elasticity, we employ the corotational
formulation of strain [RB86, HS04]. Since in the linear the-
ory a linear strain tensor is employed, which interprets rota-
tions as strains, the solution significantly diverges from the
correct solution with increasing rotations within the defor-
mation. The basic idea underlying the corotational formu-
lation of strain is to remove the rotations before the linear
strain is computed, and later re-add these rotations to the re-
sulting stresses. The corotational formulation is based on the
finite element discretization by computing a single rotation
for each finite element.

In our approach, we employ the corotational strain for-
mulation on the composite finite element discretization. To
determine the rotation of a composite finite element c, we
first compute the average deformation gradient ∇ϕ

c
via

∇ϕ
c
=

(

∑
e in c

∫
Ωe

∇ϕdx
)
/
(

∑
e in c

∫
Ωe

1dx
)
, (7)

where ϕ(x) = x+ u(x) denotes the deformation, and Ωe de-
notes the domain of element e. The rotation matrix is then
obtained by polar decomposition of the average deformation
gradient [Hig86]. Note that our formulation of deformation
gradient considers that a composite finite element might be
only partially filled with hexahedral elements. Otherwise, an
incorrect rotation of the composite finite element may lead
to numerical instability.

5. Geometric Multigrid Solver

Applying the Newmark time integration scheme to the spa-
tially discretized equation of motion leads to a linear sys-
tem of equations in every simulation time step. We solve this

system using the geometric multigrid approach proposed by
Dick et al. [DGW11].

For the considered application of cutting of deformable
objects, the challenge is to build a multigrid hierarchy that
represents the arising complicated mesh topologies on the
coarser levels. In particular, ignoring the topology and sim-
ply merging cells based on their spatial location would
lead to a significant reduction of the convergence rate com-
pared to the case without cuts. The approach of Dick et
al. [DGW11] uses a strategy for generating a multigrid hi-
erarchy that reflects the cuts on the coarser levels which is
similar to the strategy proposed in this paper for generating
the composite finite element grid from the underlying hex-
ahedral element grid. For details we would like to refer the
reader to the original work.

In contrast to the original work, where the multigrid solver
is applied to an adaptive octree finite element discretization,
in this paper the solver is applied to a composite finite ele-
ment discretization. We use 3 V-cycles per time step, with
1 pre- and 1 post-smoothing Gauss-Seidel steps, using an
overrelaxation parameter of 1.7. On the coarsest level, a C-
holesky solver is employed. For the model sizes presented in
this paper, we use 2 or 3 grid hierarchy.

6. Results

In the following we analyze the potential of our proposed
cutting approach for interactive applications like virtual
surgery simulations. The major focus in this analysis is on
the performance analysis of the composite finite-element ap-
proach and the quality analysis of the generated surfaces.
For a thorough analysis of the convergence behavior of the
multigrid finite-element approach, including a detailed com-
parison with alternative solvers, let us refer to [DGW11]. We
present a number of experiments, all of which were run on
a standard desktop PC with an Intel Xeon X5560 processor
running at 2.80 GHz (a single core is used), 8 GB of RAM,
and an NVIDA GeForce GTX 480 graphics card.

Table 1 shows a detailed performance statistics for inter-
active cutting of the Stanford bunny model (see Figure 1),
the Armadillo model (see Figures 5 and 6), and the Fili-
gree model (see Figure 7). The second group of columns
indicates the size of the composite element and the finest
hexahedral element. The size is unified for simplicity. The
third group gives information of the models. The first col-
umn in this group gives the number of the DOFs we are
solving before and after a cut has been performed. The in-
creasing number of DOFs is caused by the duplication of
simulation elements that are cut. The next column shows the
hexahedral grid resolution to which the adaptive refinement
corresponds and from which the surface mesh is extracted.
The last two columns give and the number of triangles that
are reconstructed, and the memory requirements of our ap-
proach.
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Figure 5: Composite finite-element embedding of the armadillo model. In all images the resolution of the simulation grid is

the same, but the hexahedral finite-element representation from which the stiffness matrices are assembled and the surface is

reconstructed is adaptively refined along the cuts using 1, 2, 3, and 4 refinement levels, respectively, from left to right.

Figure 6: Left: The coarse hexahedral simulation grid and the high-resolution surface that is constructed from the embedded

fine grid. Middle: Simulation using composite elements obtained from coarsening the hexahedral finite element model by three

levels (10,563 DOFs). Each simulation time step takes 176.37 ms. Right: Simulation of cuts in the Armadillo model using

hexahedral finite elements (569,748 DOFs). Each simulation time step takes 2829.87 ms.

Comp. Hex. # DOFs of Contour grid # Tris Memory Time [ms] Speedup
Model size size simulation resolution × 1k [MB] Cut Contour Compose Solve Intpl. Total over full

Armadillo 1 1/2 1,794 / 2,052 22×20×26 3 2.45 1.29 0.08 0.48 5.65 0.14 7.64 3.2×
Armadillo 1 1/4 2,205 / 2,439 43×39×51 12 13.48 3.56 0.33 2.55 6.63 1.07 14.14 6.1×
Armadillo 1 1/8 2,256 / 2,514 85×77×101 49 67.02 14.11 1.30 14.94 6.86 6.41 43.62 10.3×
Armadillo 1 1/16 2,289 / 2,547 169×153×201 197 311.68 44.86 5.23 71.23 7.07 28.53 156.92 17.8×
Armadillo 1/2 1/16 8,895 / 10,563 169×153×201 252 385.80 43.01 5.48 69.10 29.37 29.41 176.37 16.0×

Bunny 1 1/16 735 / 1,161 101×78×100 69 112.61 18.41 2.88 43.42 3.37 14.14 82.22 17.2×
Bunny 1/2 1/16 3,051 / 4,485 101×78×100 69 112.61 17.34 2.79 40.27 11.18 14.17 85.75 16.1×
Bunny 1 1/8 735 / 1,149 51×39×50 17 24.49 4.85 1.08 14.04 3.76 3.14 26.87 10.1×
Filigree 1 1/8 9,399 / 9,606 250×38×251 256 341.68 13.04 0.19 35.03 22.07 31.99 102.32 25.2×

Table 1: Performance statistics for different models and different resolutions of the fine grid finite-elements.

During cutting a new surface has to be reconstructed from
the refined volume representation, and the resulting changes
in the fine level elements, i.e., their stiffness matrices, have
to be propagated to the coarse simulation level to rebuild
the stiffness matrices at this level. Since cutting is always
performed incrementally, meaning that in every frame the
blade is moved only a small distance through the material,
the aforementioned update operations have to be performed
only locally around the cutting region. The timings required

for incrementally performing the cut, reconstructing the sur-
face, and updating the composite finite-elements are listed in
the first part of group Time. In our examples, the cuts were
realized such that in average the number of newly created
fine level elements was about 3% of the total number of ele-
ments. From our experiences this seems to quite realistical-
ly simulate the speed at which a cut is performed in reality
(see accompanied video). It is clear, on the other hand, that
a faster cut can significantly increase the number of affected
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elements per frame, resulting in vastly increasing simulation
times. The second part of this group lists the times required
for solving the system of equations on the coarse simulation
level and interpolating the computed displacement at the sur-
face vertices. The last column in this group gives the total
simulation time per time step.

We compare in the last column the performance of our
composite finite elements approach with the full simulation
on the finest level as presented in [DGW11]. In this compar-
ison, the incremental updating of surface and stiffness ma-
trices is also applied to the full simulation. The speedup of
overall performance depends on the refinement level. With
three levels composition, the speedup of our method is about
10× for Armadillo and Bunny models, and 25× for the Fil-
igree model.

Our statistics indicate that the proposed cutting approach
can be used very effectively in interactive scenarios requir-
ing high update rates and high-resolution boundary surfaces,
at reasonable approximation quality. Even the highest reso-
lution Armadillo model can be cut, simulated, and rendered
at 5-6 fps on a single core of our target architecture. Espe-
cially the possibility to reproduce sharp material features in-
duced by a cut at high quality distinguishes our approach
from previous approaches.

To demonstrate the approximation quality of the compos-
ite finite-element approach, we have performed one addi-
tional test using the Armadillo model. The result of this test
is shown in Figure 6. In the middle, the model is simulated
using composite elements obtained from coarsening the hex-
ahedral finite element model by three levels (10,563 DOF-
s), while on the right it is simulated using hexahedral finite
elements (569,748 DOFs). The simulation time step takes
2829.87 ms for the full simulation and 180.99 ms for simu-
lating the composite elements.

It can be seen that the composite finite-element approach
yields a slightly different deformation than the full resolu-
tion approach, because a much lower number of DOFs is
solved. On the other hand, even for the rather large discon-
nected parts that are generated by the cut, which undergo
large displacements due to their high masses, the differences
are not too severe. Especially in virtual surgery simulation,
where typically only small cuts and incisions are performed
by a doctor, these difference become much less significant.

7. Conclusion

We have presented several highly effective improvements to
existing cutting approaches using composite finite-elements,
with the goal to efficiently generate a high-resolution bound-
ary surface from a much coarser simulation grid. By using
composite finite-elements, in combination with an adaptive
refinement of an embedded finite-element grid along the cut-
s, a very high resolution surface representation is achieved.

Figure 7: Cutting on a Filigree model with complex topolo-

gy. Top: The coarse hexahedral simulation grid. Bottom: The

deformation of the body after cutting has been performed.

Cutting, surface construction, and deformation simulation

are performed at 10 simulation frames per second.

Since we use the dual contouring approach for reconstruct-
ing this surface, sharp features are reproduced, and com-
pared to previous approaches a significantly smaller num-
ber of triangles is generated. Even though the simulation
accuracy depends on the number of DOFs we solve on the
coarse simulation grid, by assembling the stiffness matrices
on this grid from the matrices on the adaptively refined vol-
ume representation, topological changes can be simulated at
very good approximation quality.

In the future we plan to integrate self-collision detection
into our approach, using the high-resolution surface repre-
sentation and propagating the resulting penalty forces to the
simulation vertices. Furthermore, we will investigate the par-
allelization of the proposed approach on current multi-core
desktop systems to achieve real-time performance even for
very high resolution volume representations. Finally, we are
actually working on the integration of a haptic feedback de-
vice into our simulation to evaluate the full potential of the
proposed cutting approach in virtual surgery simulation.
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[JBB∗10] JEŘÁBKOVÁ L., BOUSQUET G., BARBIER S., FAURE

F., ALLARD J.: Volumetric modeling and interactive cutting of
deformable bodies. Progress in Biophysics and Molecular Biol-

ogy 103, 2-3 (2010), 217 – 224. 1, 2, 5

[JK09] JEŘÁBKOVÁ L., KUHLEN T.: Stable cutting of de-
formable objects in virtual environments using xfem. IEEE Com-

put. Graph. Appl. 29, 2 (2009), 61–71. 2

[JLSW02] JU T., LOSASSO F., SCHAEFER S., WARREN J.: Dual
contouring of hermite data. ACM Trans. Graph. 21 (2002), 339–
346. 2, 3, 4

[KMB∗09] KAUFMANN P., MARTIN S., BOTSCH M., GRIN-
SPUN E., GROSS M.: Enrichment textures for detailed cutting
of shells. ACM Trans. Graph. 28, 3 (2009), 1–10. 2

[KMBG08] KAUFMANN P., MARTIN S., BOTSCH M., GROSS

M.: Polyhedral finite elements using harmonic basis functions.
Comput. Graph. Forum 27, 5 (2008), 1521–1529. 2

[LPR∗09] LIEHR F., PREUSSER T., RUMPF M., SAUTER S.,
SCHWEN L. O.: Composite finite elements for 3d image based
computing. Comput. Vis. Sci. 12, 4 (2009), 171–188. 1, 4

[MBF04] MOLINO N., BAO Z., FEDKIW R.: A virtual node al-
gorithm for changing mesh topology during simulation. ACM

Trans. Graph. 23, 3 (2004), 385–392. 1, 2

[MK00] MOR A. B., KANADE T.: Modifying soft tissue models:
Progressive cutting with minimal new element creation. In MIC-

CAI ’00: Proceedings of the Third International Conference on

Medical Image Computing and Computer-Assisted Intervention

(2000), pp. 598–607. 2

[MKJF09] MATTHIEU N., KRY P. G., JEŘÁBKOVÁ L., FAURE
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